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Abstract
In this paper, we consider vehicle routing problems with backhauls and time windows (VRPBTW). Different backhaul variants are studied, namely clustered backhauls (CB), mixed linehauls and backhauls, and variants with simultaneous delivery and pickup and with divisible delivery and pickup. Three dimensional loading constraints are assumed. A two-phase approach following the principle packing first, routing second is proposed. In the first phase, the packing of goods is carried out by solving a 3D strip packing problem for each customer using tabu search. The resulting VRPTW instance is solved in the second phase using first a multi-start evolutionary strategy to minimize the number of vehicles while again tabu search is applied to minimize the total travel distance. We show that the various backhaul types can be incorporated into this framework. For the backhaul variants different from CB, unloading and reloading efforts are taken into account. Moreover, side loading and a separation of the loading space into separate compartments for goods of linehaul and backhaul customers are proposed. Computational results for benchmark instances and new randomly generated problem instances are presented that demonstrate that the heuristics determine high-quality solutions in a short amount of computing time. The unloading and reloading strategies outperform the strategies based on two separate compartments.
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1 Introduction
Vehicle routing problems (VRPs) are important in many real-world applications. Recently, there is a trend to consider more real-world constraints in problem formulations (cf. Toth and Vigo 2014). This leads to the notation of rich VRPs (cf. Lahyani et al. 2015 and Caceres-Cruz et al. 2015). Important attributes of rich VRPs are backhaul customers, i.e., goods have to be picked up at the customer locations and have to be transported to the depot (cf. Caceres-Cruz et al. 2015). Another important
class of attributes is given by loading constraints, i.e., more complex loading strategies for the boxes with the customer goods are considered in addition to the fairly simple weight or volume constraints of the vehicles in conventional VRPs (cf. Lahyani et al. 2015 and Pollaris et al. 2015). Time windows are important in many real-world applications. This class of constraints is extensively considered in the literature (cf., for instance, Bräysy and Gendreau 2005a, 2005b).

VRPs with backhaul and time window constraints are discussed to some extent in the literature (cf., for instance, Reimann and Ulrich, 2006, Parragh et al. 2008, Küçükoğlu and Öztürk 2015 amongst others). However, this is not true for the combination of backhauls and loading constraints. We are only aware of the paper by Bortfeldt et al. (2015) where a VRP with clustered backhauls and three dimensional loading constraints is studied and the paper by Pinto et al. (2015) where a VRP with mixed linehauls and backhauls and two dimensional loading constraints is investigated. Time windows are not considered in these two papers. More generally, the combination of 3D loading constraints and time windows is only rarely discussed in the literature. Therefore, there is a need to consider VRPs where backhauls, loading constraints, and time windows are combined. For instance, global moving companies have to deal with such problems because they have to deliver house moving items to the customers. At the same time they might collect packaging material and bring it back to the depot. Time windows are also important in this application scenario.

In the present paper, we extend the approach proposed by Bortfeldt and Homberger (2013) for the VRPTW with 3D loading constraints (3L-VRPTW) by considering various types of backhauls. It turns out that the packing first, routing second (P1R2) heuristic from Bortfeldt and Homberger (2013) can be applied for situations with backhauls too. The P1R2 heuristic is based on the idea that in the packing stage the boxes of each customer are packed in a separate segment of the loading space by solving a 3D strip packing problem (3D-SPP) for each customer. A loading length arises for the boxes of each customer. In the second stage, the corresponding routing problem is solved where the sum of the loading lengths of the customers that are assigned to a single vehicle can not exceed the loading space length of the vehicle. In the present paper, we consider variants where we take into account the unloading and reloading effort caused by mixed sequences of linehaul and backhaul customers. We study also situations where the loading space of each vehicle is either divided into two vertical or horizontal compartments of the same size, namely one for boxes of linehaul and one for boxes of backhaul customers. Moreover, we investigate side loading in addition to rear-loading strategies.

The paper is organized as follows. The problem is described in Section 2. This includes a discussion of related work. The proposed heuristics are presented in Section 3. The results of computational experiments are described in Section 4. Finally, conclusions and future research directions are discussed in Section 5.

2 Problem Formulation and Related Work

We start by formulating the problem in Subsection 2.1. We then discuss related work in Subsection 2.2.
2.1 Problem Setting

In this subsection, we describe the considered problems in detail. We look at the following four VRPB variants in the present paper that differ in the way how backhaul customers are dealt with:

1. **VRP with Clustered Backhauls (VRPCB):** Each customer is either a linehaul or a backhaul customer. In each route, linehaul customers are visited before backhaul customers if any.

2. **VRP with Mixed Linehauls and Backhauls (VRPMB):** Each customer is either a linehaul or a backhaul customer. However, in contrast to the VRPCB, linehaul and backhaul customers are allowed in an arbitrary, i.e. mixed, sequence.

3. **VRP with Simultaneous Delivery and Pickup (VRPSDP):** Each customer is at the same time linehaul and backhaul customer. Only a single visit of each customer is allowed.

4. **VRP with Divisible Delivery and Pickup (VRPDDP):** Each customer is at the same time linehaul and backhaul customer. However, in contrast to the VRPSDP, delivery and pickup at a customer location can be performed in a single visit or in two separate visits. Note that the vehicles used for the two visits of the same customer might be different in the present paper whereas the same vehicle is sometimes assumed for the two visits in the literature (cf., for instance, Irnich *et al.* 2014).

Next, we describe the assumptions made in the present paper.

- A vehicle fleet is considered that consists of an unlimited number of vehicles with an identical rectangular loading space with length $L$, width $W$, and height $H$. Each vehicle moves at a constant speed of 1 length unit / 1 time unit. We differentiate between rear-loaded vehicles that have only a single compartment and rear-loaded vehicles with a single compartment for linehaul customers and with a single compartment for backhaul customers, respectively (cf. Wassan and Nagy 2014 for possible vehicle designs in different VRPB settings). The two compartments have the same size. They are obtained by a horizontal or a vertical partition of the loading space. We refer to the first situation as double-deck loading, whereas the latter situation is called widthwise load partition. Double-deck loading and widthwise load compartments are depicted in Figure 1.
We will also consider the case where a side loading of the vehicles is performed (cf. Wade and Salhi 2002). In this situation, only a single compartment is required. The loading of a vehicle with linehaul boxes ends at the front, i.e., the boxes of the linehaul customer to be served last on the route are next to the cabin. At the same time, backhaul customers are loaded starting from the rear, i.e., the boxes of the first backhaul customer are located next to the door of the loading space of the vehicle.

- A set of $n + 1$ nodes, denoted by $V := \{0, 1, \ldots, n\}$ is used to model the depot and the customer sites. The node 0 refers to the single depot, while the $n$ customers are represented by the nodes $1, \ldots, n$. Let $E$ denote the set of all undirected edges $(i, j)$ that connect all pairs of nodes from $V$. The resulting graph is $G := (V, E)$. A distance $c_{ij} > 0$, $0 \leq i < j \leq n$, is assigned to each edge $(i, j)$.

- On the one hand, linehaul customer $i$ has to be delivered with a set of $m_i$ boxes $I_{ik}, k = 1, \ldots, m_i$. Each box is a rectangular packing piece. The boxes for linehaul customers are initially located at the depot. On the other hand, backhaul customer $j$ is equipped with $m_j$ boxes $I_{jk}, k = 1, \ldots, m_j$, that are initially located at the corresponding customer location. The boxes associated with backhaul customers have to be picked up at the customer location and have to be transported to the depot. Furthermore, we assume that each box $I_{ik}, l = 1, \ldots, n, k = 1, \ldots, m_i$, has a length $l_{ik}$, a width $w_{ik}$, and a height $h_{ik}$. Note that these settings lead to a volume of $s_{ik}$ for box $I_{ik}$.

- The loading space of each vehicle is embedded into the first octant of a Cartesian coordinate system in such a manner that the length, the width, and the height of the loading space are parallel to the three axes of the coordinate system. The placement of a box $I_{ik}$ is fully described by the coordinate triplet $(x_{ik}, y_{ik}, z_{ik})$ that represents the corner of the box that is closest to the origin of the coordinate system. The spatial orientation of a box is described by a one-to-one mapping of the three box dimensions and the three coordinate directions. An orientation index $o_{ik}$ indicates which of the possible spatial orientations is selected for box $I_{ik}$. A packing plan $P$ for a loading space consists in general of several box placements and is feasible if the following three constraints hold:

(P1) Each placed box lies completely within the loading space. This means that the common scalar capacity of a vehicle in conventional VRPs is replaced by a 3D rectangular loading space.

(P2) Any two boxes that are placed in the same truck loading space do not overlap.

(P3) Each placed box lies parallel to the surface areas of the loading space.

A loading space with placed boxes that are feasible is exemplified in Figure 2.

Next, we discuss the route-related constraints that are common for all the four VRPB variants:

(R1) Each route starts and ends at the depot.
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(R2) Each customer is visited exactly once in one route to deliver goods (if any) and each customer is visited once in one route to pick up goods (if any). Hence, in the VRPDDPTW variant a customer can be visited twice in one route or once in two routes or once in one route. In the remaining VRPB variants each customer is visited once in one route throughout.

(R3) Each vehicle performs exactly one trip, i.e., the number of routes is equal to the number of vehicles.

(R4) A delivery time and/or pickup time window $[e_i, l_i]$ with $e_i < l_i$ and a service time $s_i \geq \theta$ is associated with each linehaul/backhaul customer, respectively. Note that the regular service time can be increased if unloading and reloading efforts are necessary. On the one hand, each vehicle has to wait until $e_i$ at the location of customer $i$ to begin with the delivery/pickup service, respectively. On the other hand, it is not allowed that the vehicle arrives later than $l_i$ at the location of customer $i$. There is an additional time window $[e_0, l_0]$ for the depot that limits the total route duration. Note that for the VRPDDPTW two time windows are associated with each customer since up to two visits are possible for each customer. The corresponding time windows for customer $i$ associated with delivery and pickup activities are denoted by $[e_i^d, l_i^d]$ and $[e_i^p, l_i^p]$, respectively. Note that this differentiation is not required for the remaining three VRPB variants.

The following additional loading constraints have to be ensured:

(L1) **Weight constraint:** Each box $I_{ik}$ has a weight $d_{ik} > \theta$. For each point of time, the total weight of all boxes cannot be larger than the maximum load weight $D$ that is the same for all vehicles.

(L2) **Orientation constraint:** Up to five spatial orientations are forbidden for certain boxes. Often one or two box dimensions are excluded as the height dimension, while horizontal 90° rotations are allowed (height constraint). If the height dimension is given for all boxes, this constraint is called this-way-up constraint.
**(L3) Support constraint:** A certain percentage $a$ of the base area of a box has to be supported by other boxes if the box is not placed on the floor of the loading space. When we denote by $b$ and $c$ the horizontal dimensions of the box above the floor, respectively, a portion of the base area of size $abc$ has to be placed on other boxes.

**(L4) Stacking constraint:** Boxes are classified into fragile and non-fragile boxes. When a box is fragile only other fragile boxes might be placed on top of it, while both fragile and non-fragile boxes might be stacked on non-fragile boxes.

**(L5) LIFO constraint for the 3L-VRPCBTW and two-compartment situations assuming rear-loaded vehicles:**

**Linehaul part:** If customer $i$ is visited it has to be ensured that it is possible to unload all of his boxes exclusively using movements parallel to the longitudinal axis of the loading space or compartment. Therefore, it is not allowed to place any box belonging to another customer that is visited later than customer $i$ over a box of customer $i$ or between a box of customer $i$ and the rear.

**Backhaul part:** If customer $i$ is visited it has to be ensured that it is possible to load all of his boxes exclusively using movements parallel to the longitudinal axis of the loading space or compartment. Therefore, it is not allowed to place any box belonging to another customer that is visited before customer $i$ over a box of customer $i$ or between a box of customer $i$ and the rear.

A feasible solution of a 3L-VRPB instance fulfills the constraints (P1)-(P3), (R1)-(R5), (L1)-(L4) and the constraints that are related to the visit of backhaul customers. Depending on the problem variant and the properties of the fleet, constraint (L5) must be additionally ensured. Given a 3L-VRPB instance, we are interested in determining a feasible solution that minimizes the number of vehicles ($nv$) as the primary objective, while minimizing the total travel distance ($ttd$) serves as a secondary objective. The four considered problem classes are abbreviated by 3L-VRPCBTW, 3L-VRPMBTW, 3L-VRPSDPTW, and 3L-VRPDDPTW, respectively. The considered problem classes in combination with the possible loading strategies are summarized in Table 1.

<table>
<thead>
<tr>
<th>Loading strategy</th>
<th>Single compartment</th>
<th>Two compartments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rear-loaded</td>
<td>Side loading</td>
</tr>
<tr>
<td>3L-VRPTW</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>3L-VRPCBTW</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>3L-VRPMBTW</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3L-VRPSDPTW</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3L-VRPDDPTW</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

For the sake of completeness, we also perform computational experiments for the 3L-VRPB variants without time windows and for the different VRPBTW variants.
2.2 Discussion of Related Work

We discuss related work with respect to 3L-CVRP and 3L-VRPTW as well as with respect to 3L-VRPB variants. Gendreau et al. (2006) introduce the 3L-CVRP. Most of the constraints described in Subsection 2.1 are already included in this problem formulation. A two-phase tabu search algorithm is taken. The outer tabu search determines routes, while the inner tabu search solves a 3D-SPP for a given customer sequence. Various heuristics are proposed for the 3L-CVRP (cf. Pollaris et al. 2015 for a recent survey). For instance, an ant colony optimization approach is discussed by Fuellerer et al. (2010), whereas Ruan et al. (2013) design a bee algorithm for the 3L-CVRP. Tabu search hybridized with guided local search is presented by Tarantilis et al. (2009). Some of the best performing heuristics are based on tabu search-type algorithms. Here, we refer for instance to Wisniewski et al. (2011), Bortfeldt (2012), Zhu et al. (2012), and Tao and Wang (2015).

The 3L-VRPTW is only rarely discussed in the literature. We are only aware of the following three papers. Moura (2008) presents a multi-objective genetic algorithm for the 3L-VRPTW, while Moura and Oliveira (2009) propose different constructive heuristics for the same problem. The method proposed by Bortfeldt and Homberger (2013) consists of an evolutionary strategy and two tabu search procedures. A local search heuristic for the pallet packing VRPTW, considered as a variant of the 3L-VRPTW, is discussed by Zachariades et al. (2012). The goods of the customers are first packed on identical pallets that are then loaded onto vehicles. The proposed heuristic does not take into account the LIFO condition.

Next, we look at papers that deal with 3L-VRPB variants and related problems with loading constraints. The 3L-VRPCB has only been tackled by Bortfeldt et al. (2015). They propose a Large Neighborhood Search (LNS) and a Variable Neighborhood Search (VNS) scheme. The VRPMB with two dimensional loading constraints (2L-VRPMB) is discussed by Pinto et al. (2015). An insertion heuristic is proposed. Zachariades et al. (2016) describe a local search approach for the 2L-VRPSDP and the 2L-VRPCB. In addition, a bi-directional 2L-VRP is considered where linehaul and backhaul customers are served by different routes. Likewise, the VRP with pickup and delivery (PD) and 2D or 3D loading constraints is only researched in three papers. Malapert et al. (2008) deal with the 2L-VRPPD. Bartók and Imreh (2011) describe a heuristic for solving the 3L-VRPPD. However, it neglects the important LIFO constraint. Männel and Bortfeldt (2016) discuss several 3L-VRPPD variants. Hybrid approaches based on LNS and tree search heuristics are proposed. We are not aware of any paper that deals with the 3L-VRP, backhauls, and time windows at the same time.

The most pertinent research for the present paper is Bortfeldt and Homberger (2013) with the above mentioned P1R2 approach. We extend this approach to allow for considering various types of backhaul customers. In addition, we look at different strategies to deal with unloading and reloading efforts that are a result of the simultaneous occurrence of linehaul and backhaul customers. Finally, we propose new benchmark instances for the four considered 3L-VRPBTW classes.

3 Heuristic Approaches

In this section, we start by discussing the overall framework of the P1R2 scheme in Subsection 3.1. Modifications of the original P1R2 heuristic are also presented in Subsection 3.1. We discuss how the
framework can be tailored to the four 3L-VRPB variants in Subsection 3.2. The resulting heuristic is called Backhaul P1R2 (BP1R2) in the rest of this paper.

3.1 Overall Framework

3.1.1 Two-stage Decomposition Heuristic

For the sake of completeness, we start by recalling the main ingredients of the P1R2 heuristic for the 3L-VRPTW. The main idea of the P1R2 heuristic consists in decomposing the solution process into two stages. The first stage is devoted to packing, while the second stage deals with routing.

We start by discussing the packing stage. Here, the boxes of each customer are packed in a separate segment of the corresponding loading space. A 3D-SPP instance for customer \( i \), \( i = 1, \ldots, n \), is fully defined by the width \( W \), the height \( H \), and the set of boxes associated with the customer. The (minimal) loading length \( ll_i \) and the packing plans for the boxes of each customer \( i \) are stored. Loading-related constraints have to be ensured when the 3D-SPP instance is solved.

In the second stage, routes are calculated for the VRPTW instance that is derived from the corresponding 3L-VRPTW instance. It is important to note that only those routes \( R \) are feasible that fulfill the loading length constraint \( \sum_{i \in R} ll_i \leq L \). We note that this constraint for the routes plays the role of the capacity constraint in the derived VRPTW instance. In addition, other conventional VRPTW constraints have to be fulfilled to obtain feasible routes. Customer combinations are an additional feature of the approach. A customer combination is a set of customers with low utilized segments whose boxes are grouped together in one segment to increase the segment utilization and to reduce the loading length. When the second stage is completed, a solution is given by taking the routes \( R \) and arranging the corresponding packing plans.

3.1.2 Integrated Algorithms

The 3D-SPP subproblems resulting from the first stage are solved using the tabu search algorithm proposed by Bortfeldt and Gehring (1999). This tabu search algorithm still provides high-quality solutions (cf. Bortfeldt and Mack 2007). We refer to Bortfeldt and Homberger (2013) for a more detailed algorithmic description of the first stage of the P1R2 scheme.

The two-phase approach by Homberger and Gehring (2005) for solving the VRPTW is used in the second stage of the P1R2 scheme. The number of vehicles \( nv \) is minimized in the first phase applying an evolutionary strategy while the total travel distance \( ttd \) is minimized in the second phase of the approach using a tabu search approach.

The \((\mu, \lambda)\) evolutionary strategy used in the first phase generates offspring using neighborhood structures that are based on the well-known Or-opt, 2-opt*, and 1-interchange operators (cf. Bräysy and Gendreau 2005a for a description of these operators). The three neighborhood structures are randomly selected per descendant. The initial generation is determined using the modified savings heuristic from Homberger and Gehring (2005). A lexicographical evaluation function is applied that guides the search towards a direction that reduces the number of vehicles. A heuristic that removes customers from the route with the smallest number of customers is another important ingredient of the
evolutionary strategy. The evolutionary strategy terminates when a given maximum computing time or a lower bound for the number of vehicles is reached. The first lower bound is given as the ratio of the sum of the minimum load lengths of all customers and the length of the loading space $L$. A similar lower bound is considered that is based on the weight constraint (L1).

The tabu search heuristic of the second phase is again based on the three neighborhood structures of the first phase. They are randomly chosen per iteration. The tabu list is used to store the link between nodes, while a solution is set tabu if at least one of its links can be found in the tabu list. The number of vehicles obtained from the first phase is not increased in the second phase where we aim for reducing the $ttd$ value. The tabu search scheme is able to produce high-quality solutions (cf. Nagata et al. 2010), at least with respect to minimizing the number of vehicles. We refer to Bortfeldt and Homberger (2013) for more details of the second stage algorithm of P1R2.

3.1.3 Improvement of P1R2

We propose a fairly straightforward modification of P1R2. However, it improves the performance of the heuristic to a large extent as we will see in Section 4 when we present the results of computational experiments. The first modification is based on the observation that the $(\mu, \lambda)$ evolutionary strategy and the tabu search algorithm often improve the results considerably at the beginning of the search process but after a while the improvement process stagnates. Therefore, we perform restarts of the second stage of the P1R2 approach after a certain amount of time. Let $nr$ be the number of restarting iterations. The maximum computing time per instance $ct$ is equally distributed among the different iterations by giving each restarting iteration an amount of computing time that is equal to $ct / nr$. The evolutionary strategy is initialized in iteration $\text{iter} \geq 2$ with the best solution found in previous iterations. The proposed restarting strategy is also applied within the BP1R2 approach.

3.2 Tailoring the Framework for the Different Backhaul Variants

3.2.1 Modification of the First Stage

Modifications are required because of the different 3L-VRPB variants and the possibility to have more than one compartment, i.e., boxes of each customer are packed in a separate segment of the corresponding compartment of the loading space. Up to two 3D-SPP instances, namely one for linehaul and one for backhaul boxes, have to be solved for each customer depending on the considered 3L-VRPB variant. Note that either the width $W$ or the height $H$ of the loading space is divided in half if two compartments are available. The loading lengths and the packing plans for linehaul boxes (if any) and for backhaul boxes (if any) of each customer are stored. We denote the loading length for each customer $i$ by $ll_i$ if the customer has either linehaul or backhaul boxes, i.e. in the case of the 3L-VRPCBTW and 3L-VRPMBTW. If customer $i$ has linehaul and backhaul boxes at the same time, i.e. for the 3L-VRPSDPTW and the 3L-VRPDDPTW, we denote the corresponding loading length by $ll_i^L$ and $ll_i^B$, respectively. Note that the constraints (L1)-(L4) have to be ensured by the first stage. The modified first stage is summarized in the following algorithm outline in pseudo code:

**BP1R2 (First Stage)** (IN: customer set, OUT: packing plans, loading lengths)
FOR each customer DO
    IF (customer is either a linehaul or a backhaul customer) DO
        - solve the 3D-SPP instance associated with the customer
        - store the resulting packing plan and the loading length $l_i$
    ELSE
        - solve a separate 3D-SPP instance for linehaul and backhaul boxes for the customer
        - store the resulting packing plans and the loading lengths $l_i^L$ and $l_i^B$
    ENDIF
ENDFOR
END.

3.2.2 Modifications of the Second Stage

Modifications of the second stage are required because of backhaul customers and because of two compartments, namely the loading length constraint

$\sum_{i \in R} l_i \leq L \quad (1)$

for each route $R$ of an 3L-VRPTW instance has to be changed to deal with backhauls. We start by discussing the situation that the loading space is not divided into two compartments. In the case of the 3L-VRPCBTW, we have to ensure that

$\max \left\{ \sum_{i \in R \cap LC} l_i, \sum_{i \in R \cap BC} l_i \right\} \leq L, \quad (2)$

where we denote the set of linehaul customers by $LC$ and the set of backhaul customers by $BC$.

Next, we discuss the 3L-VRPMBTW. Here, we have to formulate the loading length constraint for each customer $i$ of a route $R$ as follows:

$\sum_{j \in L(R,i)} l_j + \sum_{k \in B(R,i)} l_k \leq L, \quad (3)$

where $L(R,i)$ is the set of linehaul customers from $R$ that are not unloaded until or at the location of customer $i$. Similar, $B(R,i)$ is the set of backhaul customers from $R$ that are loaded before or at the location of customer $i$. In the case of the depot 0, constraints (LL3) reads as (LL2). Note that it is enough to check (LL3) for the depot and for such backhaul customers, where at least one successor is a linehaul customer. We continue by considering the 3L-VRPSDPTW case. In this situation, constraint (LL3) has to be fulfilled for each customer $i$ of a route $R$. However, in contrast to the 3L-VRPMBTW case $j \in L(R,i) \cap B(R,i)$ is possible. Finally, constraint (LL3) has to be fulfilled in the 3L-VRPDDP case too. However, in contrast to the previous cases, the customers have to be replaced by pairs of customers and route positions since up to two visits are possible for each customer.

Next, we discuss the two-compartment situation. For the 3L-VRPMBTW, constraint (LL2) is correct since each customer is either linehaul or backhaul. For the 3L-VRPSDPTW and 3L-VRPDDPTW variants we have to ensure the following constraint that is similar to (LL2):
The side loading strategy can be considered as a rear-loading strategy. Therefore, the constraints (LL2) and (LL3) have to be enforced for the related 3L-VRPBTW variants. Moreover, the constraints (R1)-(R5) have to be ensured. Note that customer combinations (see Subsection 3.1.1) are not considered in BP1R2 in contrast to the 3L-VRPTW case since it is likely that a grouping of linehaul and backhaul boxes in a single segment leads to additional unloading and reloading efforts.

Both the \( (\mu, \lambda) \) evolutionary strategy and the tabu search algorithm randomly choose a neighborhood structure (see Subsection 3.1.2) for each move. A new solution is determined from a corresponding neighborhood of the incumbent solution. Only feasible moves will be considered in this situation. These feasibility checks are different for the four 3L-VRPBTW variants and will be described in separate subsections below. Note that 3L-VRPBTW variant-specific feasibility checks will also occur in the modified savings heuristic.

3.2.3 Modifications of the Second Stage for 3L-VRPCB-TW

Linehaul and backhaul customers are clustered in the 3L-VRPCB-TW. In addition, all linehaul customers have to be delivered before any backhaul customer on each route. Therefore, we introduce the binary indicator

\[
ct_i = \begin{cases} 
0, & \text{if customer } i \text{ is a linehaul customer} \\
1, & \text{otherwise}
\end{cases}
\]

for each customer \( i \) to model these precedence constraints. Note that a similar idea is used in Vidal et al. (2014) to consider VRPCB-type problems by using a very large artificial distance between backhaul and linehaul customers. Therefore, the precedence constraints between linehaul and backhaul customers will be ensured.

For an arbitrary route \( R := (0, \ldots, i, \ldots, j, \ldots, 0) \) with customers \( i \) and \( j \) that are visited in a consecutive manner we have to ensure that

\[
ct_i \leq ct_j
\]

is valid whenever a move is applied in the evolutionary strategy or in the tabu search algorithm. In addition, constraints (6) have to be checked whenever subroutes are merged in the modified savings algorithm. Note that the resulting checks can be performed in \( O(1) \) time since only the affected customer nodes have to be considered.

We also have to change the lower bound for the number of vehicles that is used in the evolutionary strategy as a stopping criterion. The following expression is used:

\[
n_{\text{min}} = \max \left\{ \frac{1}{L} \sum_{i \in \text{LC}} l_i, \frac{1}{L} \sum_{i \in \text{BC}} l_i, \frac{1}{D} \sum_{i \in \text{LC}} d_i, \frac{1}{D} \sum_{i \in \text{BC}} d_i \right\},
\]

where we abbreviate by \( d_i = \sum_{k=1}^{m_i} d_{ik} \) the weight of the \( m_i \) boxes that belong to customer \( i \).

Differentiating between linehaul and backhaul customers is required because they are clustered.
Because of the clustering of linehaul and backhaul customers and the LIFO constraint, unloading and reloading effects do not occur.

3.2.4 Modifications of the Second Stage for 3L-VRPMBTW

In this situation, each customer is either a linehaul or a backhaul customer. No precedence constraints have to be ensured for the visits of the customers. If a rear-loaded vehicle is considered and the loading space is not divided into two compartments, it is likely that unloading and reloading efforts occur since backhaul boxes are placed in front of linehaul boxes during the trip. A simple single-vehicle example is shown in Figure 3. After unloading the boxes that belong to customer 1, the boxes of backhaul customer 2 are loaded in front of the boxes of linehaul customer 4. Hence, the LIFO constraint is not fulfilled anymore.

![Figure 3: Simple example for unloading and reloading efforts](image)

The additional effort that is caused by unloading and reloading activities is measured based on the weights of the affected boxes, i.e. the boxes that have to be unloaded and reloaded. However, the volume of the boxes or a combination of weight and volume might be taken into account too.

Only backhaul boxes are subject of unloading and reloading activities since we assume rear-loaded vehicles. This approach is reasonable because backhaul items are often empty packaging or waste that are less sensitive with respect to damages. But other unloading and reloading strategies seem to be possible too. The unloading and reloading effort leads to increasing service times. Therefore, we use a factor $\alpha$ that has the dimension of time divided by weight, i.e., $\alpha = 1$ means that one weight unit of reloading effort costs one time unit. The procedure to compute the unloading and reloading effort $\text{eff}$ for a given linehaul customer $k$ can be described in pseudo code notation as follows:

**CalculateAdditionalLoadingEffort** (IN: route $R$, customer $k$, factor $\alpha$, OUT: effort $\text{eff}$)

```plaintext
eff = 0; start = k;

WHILE (pred(start) ≠ 0) DO
    start = pred(start); //determine first customer of route $R$
ENDWHILE

WHILE (start ≠ k) DO // at least one predecessor customer has to be backhaul customer to
    // cause unloading and reloading efforts
```
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IF \((c_{t_{\text{start}}}=1)\) THEN
\[
eff = \text{eff} + 2d_{\text{start}}; \quad // \text{add unloading and reloading effort}
\]
ENDIF
\[
\text{start} = \text{succ}(\text{start});
\]
ENDWHILE
\[
eff = \alpha \text{eff}; \quad // \text{determine additional service time}
\]
END.

Here, \(\text{pred}(v)\) provides the customer that is the direct predecessor of customer \(v\) on route \(R\). The direct successor of customer \(v\) on route \(R\) is denoted by \(\text{succ}(v)\). Different variants of the \text{CalculateAdditionalLoadingEffort} procedure are used in the BP1R2 scheme for 3L-VRPMBTW depending on the neighborhood structures.

The additional unloading and reloading time has to be considered when the time window constraints (R5) are checked if route changes occur due to moves. We show an example for the required feasibility checks when inserting customer \(k\) between customer \(i\) and \(j\) in a route. The two checks to be performed are:
\[
d_{t_i} + c_{ik} \leq l_k, \tag{8}
\]
\[
\max(d_{t_i} + c_{ik}, e_k) + s_k + \text{eff}_k + c_{kj} \leq a_{t_j}, \tag{9}
\]
where \(d_{t_i}\) is the earliest possible departure time of the vehicle at the location of customer \(i\), and \(a_{t_j}\) is the latest possible arrival time at the location of customer \(j\). Constraint (8) ensures that the inserted customer \(k\) can be reached from customer \(i\) within the time window for customer \(k\) whereas constraint (9) models the fact that the latest possible arrival time of the vehicle at the location of customer \(j\) is not smaller than the sum of the start of the service, the service time, and the unloading and reloading time at the location of customer \(k\). Note that the latest possible arrival time can be different from the latest point of time for service since the additional unloading and reloading effort at the location of customer \(j\) caused by including customer \(k\) has to be taken into account.

The unloading and reloading effort can be avoided when separate compartments for linehaul and backhaul boxes are used. However, this approach has the disadvantage that only one half of the overall loading space is reserved for linehaul and backhaul boxes, respectively. This might lead to a poor utilization of the compartments. Increasing \(n_v\) values might be a consequence.

Side loading of the vehicles is another considered strategy in this paper. It turns out that this approach leads to a loading situation where the segments of the cluster with backhaul boxes are mirrored compared to the single compartment situation. Therefore, the side loading strategy can be considered as a rear-loading strategy with a single compartment where the time needed for unloading and reloading activities is zero. We refer to side loading in the computational results by using the notation \(\alpha = 0.0\). A small size example is depicted in Figure 4. It consists of a route that contains
eight customers, namely the four linehaul customers $L_1, \ldots, L_4$ and the four backhaul customers $B_1, \ldots, B_4$. The sequence of customer visits is $0 - L_1 - B_1 - L_2 - L_3 - B_2 - L_4 - B_3 - B_4 - 0$.

a) **rear-loaded vehicle**, route 0- $L_1 - B_1 - L_2 - L_3 - B_2 - L_4 - B_3 - B_4 - 0$

- **depot 0:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid L_1 \mid$ empty Rear
- **after $L_1$:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid$ empty Rear
- **after $B_1$:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid B_1 \mid$ empty Rear
- **after $L_2$:**
  - **front:** $L_4 \mid L_3 \mid \boxed{B_1} \mid$ empty Rear
- **after $L_3$:**
  - **front:** $L_4 \mid B_1 \mid$ empty Rear
- **after $B_2$:**
  - **front:** $L_4 \mid B_1 \mid B_2 \mid$ empty Rear
- **after $L_4$:**
  - **front:** $B_1 \mid B_2 \mid$ empty Rear
- **after $B_3$:**
  - **front:** $B_1 \mid B_2 \mid B_3 \mid$ empty Rear
- **after $B_4$:**
  - **front:** $B_1 \mid B_2 \mid B_3 \mid B_4 \mid$ empty Rear

b) **vehicle with side loading**, route 0- $L_1 - B_1 - L_2 - L_3 - B_2 - L_4 - B_3 - B_4 - 0$

- **depot 0:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid L_1 \mid$ empty Rear
- **after $L_1$:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid$ empty Rear
- **after $B_1$:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid$ empty Rear
- **after $L_2$:**
  - **front:** $L_4 \mid L_3 \mid L_2 \mid Empty \mid B_1 \mid$ Rear
- **after $L_3$:**
  - **front:** $L_4 \mid Empty \mid B_1 \mid$ Rear
- **after $B_2$:**
  - **front:** $L_4 \mid Empty \mid B_2 \mid B_1 \mid$ Rear
- **after $L_4$:**
  - **front:** $Empty \mid B_2 \mid B_1 \mid$ Rear
- **after $B_3$:**
  - **front:** $empty \mid B_3 \mid B_2 \mid B_1 \mid$ Rear
- **after $B_4$:**
  - **front:** $empty \mid B_4 \mid B_3 \mid B_2 \mid B_1 \mid$ Rear

*Figure 4: Example for side loading*
The situation for a rear-loaded vehicle is shown in Figure 4 a). The unloading and reloading effort is indicated by dark gray-coloured backhaul customers. Figure 4 b) depicts the situation for a vehicle with side loading. We clearly see the mirrored clusters with backhaul boxes in Figure 4 a) and b).

3.2.5 Modifications of the Second Stage for 3L-VRPSDPTW

Since each customer in a 3L-VRPSDPTW instance has simultaneously linehaul and backhaul boxes, we have to solve a separate 3D-SPP instance for the linehaul and backhaul boxes of each customer, respectively. Therefore, we obtain minimum loading lengths $L_{ll}^i$ and $L_{ll}^B$ for each customer. In the case of rear-loaded vehicles with a single loading space, all linehaul boxes that belong to a customer will be delivered before all backhaul boxes of this customer will be picked up. Unloading and reloading effort arises for each customer on a route in the case of rear-loaded vehicles with a single loading space except for the customer that will be visited right after the depot. The corresponding effort can be computed, in principle, based on the CalculateAdditionalLoadingEffort procedure described in Subsection 3.2.4. However, the second while loop in this procedure has to be slightly modified in the sense that the check for backhaul customers is not required anymore and that only the weight of the backhaul boxes has to be considered to determine the unloading and reloading effort.

3.2.6 Modifications of the Second Stage for 3L-VRPDDPTW

In the 3L-VRPDDPTW, again each customer owns simultaneously linehaul and backhaul boxes. However, in contrast to the 3L-VRPSDPTW case, two visits are possible for each customer to deal with the delivery and pickup activities. It is possible to reformulate this problem into a 3L-VRPMBTW by doubling the number of considered customer nodes. This means that for each customer $i, 1 \leq i \leq n$, of the original instance an additional customer node $i+n$ for backhaul boxes will be considered. The original customer node exclusively represents the linehaul boxes of customer $i$.

Two cases can be differentiated. In the first case, customer $i$ is not the direct successor or predecessor of customer $i+n$ in a route $R$. Two visits of the original customer $i$ are necessary in this situation. In the second case, customer $i$ and $i+n$ are adjacent in a route $R$, i.e., only a single visit of the original customer $i, 1 \leq i \leq n$ is required. Again we assume that the linehaul boxes belonging to customer $i$ will be delivered before the corresponding backhaul boxes are picked up to avoid unnecessary unloading and reloading efforts. The two cases are again reflected by the procedure CalculateAdditionalLoadingEffort.

4 Computational Experiments

In this section, we start by describing the design of experiments in Subsection 4.1. The parameterization of the heuristics and implementation issues are discussed in Subsection 4.2. We then present the details of the computational experiments in Subsection 4.3.

4.1 Design of Experiments

In this subsection, we describe the problem instance classes used within the computational experiments. We consider the following four main instance classes:

1. Problem instances for the VRPCBTW, the VRPMBTW, and the VRPSDPTW available in the literature are used to assess the performance of the proposed heuristics in the case that no 3D
loading constraints are given. Note that to the best of our knowledge, instances for the VRPDDPTW are not described in the literature. The computational experiments for this instance class are performed to demonstrate that we use a routing heuristic that is able to determine high-quality solutions.

2. Already existing problem instances for the 3L-VRPTW are taken to demonstrate that the modifications of the PIR2 approach are beneficial with respect to the results presented by Bortfeldt and Homberger (2013). Note that only those results from Bortfeldt and Homberger (2013) are used for comparison that are obtained by the PIR2 variant that does not support customer combinations.

3. New problem instances for the 3L-VRPCBTW, 3L-VRPMBTW, 3L-VRPSDPTW, and 3L-VRPDDPTW are generated.

4. For the sake of completeness, problem instances for the 3L-VRPCB, 3L-VRPMB, 3L-VRPSDP, and 3L-VRPDDP are considered. These results complement the results for the Class 3 instances. The problem instances for Class 1 and Class 2 are taken from Gelinas et al. (1995), Wang and Chen (2012), Moura and Oliveira (2009), and Bortfeldt and Homberger (2013). Due to space limitations, we do not describe the instances in detail. The main features are summarized in Table 2.

Table 2: Description of the problem instances (Class 1 and 2)

<table>
<thead>
<tr>
<th>Class</th>
<th>Origin</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a: VRPCBTW</td>
<td>Gelinas et al. (1995)</td>
<td>3 × 15 instances with 25, 50, and 100 customers, respectively based on Solomon (1987) instances</td>
</tr>
<tr>
<td>1b: VRPMBTW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1c: VRPSDPTW</td>
<td>Wang and Chen (2012)</td>
<td>56 instances with 100 customers, organized in six different groups based on Solomon (1987) instances</td>
</tr>
<tr>
<td>2a: 3L-VRPTW</td>
<td>Moura and Oliveira (2009)</td>
<td>46 instances with 25 customers based on VRPTW instances of Solomon (1987) (R1 and R2) and container loading problem instances (CLP) of Bischoff and Ratcliff (1995) weakly heterogeneous box sets, between 1010 and 1550 boxes per instance instance groups: GI-I1: based on R1 instances, tight time windows, GI-I2: based on R2 instances, wide time windows, GII-I1: 1050 boxes, i.e. on average 42 boxes per customer, GII-I2: 1550 boxes, i.e. on average 62 boxes per customer</td>
</tr>
<tr>
<td>2b: 3L-VRPTW</td>
<td>Bortfeldt and Homberger (2013)</td>
<td>120 instances, number of customers ranging from 100 to 1000 based on VRPTW instances of Solomon (1987) (R1 and R2) and Gehring and Homberger (1999) (R1 and R2) and CLP instances of Bischoff and Ratcliff (1995) (BR2 and BR4) weakly heterogeneous box sets, between 5000 and 50,000 boxes per instance instance groups: six groups with 20 instances per group, the groups are given by the pairs (100,5000), (200,10000), (400,20000), (600,30000), (800,40000), (1000,50000) where the first component is the number of customers and the second one the number of boxes, for each group systematic combination of the R1, R2, BR2, and BR4 sets are used to obtain tight and wide time windows and varying number of box types and number of boxes per customer</td>
</tr>
</tbody>
</table>
Because there are no publicly available instances for Class 3 and Class 4, new instances are generated as follows. Seven groups of instances are considered for Class 3. Two instances are randomly taken from each of the four instance groups found in Moura and Oliveira (2009). Therefore, eight customer sets with corresponding boxes are included in the first group. Each customer set contains 25 customers. The number of boxes for the original GI instances is changed from 1050 to 1025 boxes to allow for a reasonable loading space separation, while the number of boxes for the GII instances is changed from 1550 to 1410 boxes for the same reason. For each of the remaining six groups, four instances are randomly selected from the corresponding instance groups proposed by Bortfeldt and Homberger (2013). 24 customer sets with corresponding boxes are obtained by this procedure. The largest problem instances contain 1000 customers. As proposed by Goetschalckx and Jacobs-Blecha (1989), a linehaul portion of 50%, 66%, and 80% is chosen for each customer set. The linehaul and backhaul attributes are randomly assigned to the customers while the correct linehaul portion is ensured. The boxes of each instance are equipped with a random weight measured in tons taken from $U[0.2,0.2]$ where $U[a,b]$ denotes a uniform distribution over the interval $[a,b]$. The maximum load weight of $D=24$ tons is used for each vehicle. Overall, we obtain 96 new problem instances that can be used for the four 3L-VRPBTW variants. The main features of the Class 3 instances are summarized in Table 3. The instances are available from VRP Instances (2016).

### Table 3: Description of the Class 3 problem instances

<table>
<thead>
<tr>
<th>Class</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>3: 3L-VRPBTW</td>
<td>96 instances for the 3L-VRPCBTW/3L-VRPMBTW and for the 3L-VRPSDPTW/3L-VRPDDPTW, the number of customers per instance is ranging from 25 to 1000 based on the instances of Moura and Oliveira (2009) and Bortfeldt and Homberger (2013) weakly heterogeneous box sets, between 1025 and 50,000 boxes per instance</td>
</tr>
<tr>
<td></td>
<td>instance groups: G1: two instances of each instance group of Moura and Oliveira (2009), i.e. a total of eight instances, G2-7: four instances of the six instance groups of Bortfeldt and Homberger (2013), i.e. a total of 24 instances, 100, 200, 400, 600, 800, and 1000 customers are included in the six groups</td>
</tr>
</tbody>
</table>

Note that we have only a single time window for each customer, i.e. $[l^i_T, l^i_L] = [e^i_L, l^i_B]$, in our VRPDDPTW problem instances. Class 4 instances are directly obtained from Class 3 instances by neglecting the time windows.

The number of vehicles, the total travel distance, and the total unloading and reloading effort are the performance measures of interest. They are abbreviated by $nv$, $ttd$, and $tre$, respectively. Three independent replications are performed for each heuristic with stochastic ingredients to obtain statistical reasonable results. The average value of the corresponding performance measure values is taken.

### 4.2 Parameter Setting for the Heuristics and Implementation Issues

All the parameters for the different ingredients of the P1R2 approach except the amount of allowed computing time are chosen as in the original papers (cf. Bortfeldt and Gehring 1999 for the 3D-SPP
and Homberger and Gehring 2005 for the VRPBTW variants). The maximum amount of computing time per instance is taken from Bortfeldt and Homberger (2013). This means that for each of the two phases of the second stage of the BP1R2 heuristic a computing time of 30 seconds per instance with 25 customers and a computing time of 240 seconds per instance with more than 25 customers are allowed. A single restart of the second stage of the P1R2 approach and of the BP1R2 approach, respectively, is performed. The maximum computing time per instance is equally distributed among the two restarting iterations. The search of the evolutionary strategy is expedited by using the lower bounds based on the load length and the weight (see Subsection 3.1.2) or, if appropriate, the lower bound (7). Moreover, the tabu search algorithm for routing decisions terminates when 500,000 consecutive iterations do not lead to an improvement. Note that up to 3,000,000 tabu search iterations are possible within 240 seconds. Moreover, for all Class 1 instances a maximum computing time of 30 seconds per phase is allowed.

An unlimited amount of computing time is possible for the first stage, i.e. the packing procedure. However, the boxes that belong to a single customer require even in the case of instances with 50,000 boxes less than one second of computing time. This means that the required computing time for packing even for large-size instances with 1000 customers and 50,000 boxes is typically smaller than 300 seconds.

The support constraint factor $\alpha = 100\%$ is selected within the computational experiments. In addition, the factor $\alpha$ to compute the unloading and reloading effort is taken from $\alpha \in \{0,1,2,5\}$. Note that $\alpha = 0$ corresponds to vehicles with side loading, i.e., no unloading and reloading effort occurs in this situation.

The heuristics presented in this paper are coded in the C++ programming language. All the computational experiments are conducted on a computer with Intel Xeon CPU E5-2620 2.0 GHz processor and 32 GB of RAM. Since the proposed heuristic is single threaded only a single core is used.

### 4.3 Computational Results

#### 4.3.1 Results for Class 1 Instances

We start by presenting results for Class 1a instances. Note that we make sure that each route contains at least one linehaul customer. This restriction is important to ensure that our results are comparable with the results from the literature. The absolute values for the two performance measures are shown in Table 4. In addition, the table contains the results of a comparison with results obtained by Vidal et al. (2014) for problem instances with 100 customers using the hybrid genetic algorithm (HGA) from the unified solution framework for multi-attribute vehicle routing problems. The best result out of ten independent runs of the genetic algorithm for each problem instance is shown. We report the deviation that is given by

$$
\text{dev}(M) = (1 - M(\text{HGA})/M(\text{BP1R2})) \times 100\% ,
$$

(10)
where $M \in \{nv, ttd\}$ is the performance measure of interest. The argument of $M$ indicates whether the performance measure value is computed for solutions obtained by the HGA or by the BP1R2 approach.

### Table 4: Computational results for Class 1a instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>25 customers</th>
<th>50 customer</th>
<th>100 customers</th>
<th>Vidal et al. (2014), 100 customers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$nv$</td>
<td>$ttd$</td>
<td>$nv$</td>
<td>$ttd$</td>
</tr>
<tr>
<td>BHR101A</td>
<td>9</td>
<td>644.8</td>
<td>13</td>
<td>1149.7</td>
</tr>
<tr>
<td>BHR101B</td>
<td>10</td>
<td>727.6</td>
<td>16</td>
<td>1255.3</td>
</tr>
<tr>
<td>BHR101C</td>
<td>9</td>
<td>693.5</td>
<td>16</td>
<td>1242.6</td>
</tr>
<tr>
<td>BHR102A</td>
<td>7</td>
<td>564.6</td>
<td>11</td>
<td>989.6</td>
</tr>
<tr>
<td>BHR102B</td>
<td>9</td>
<td>629.1</td>
<td>15</td>
<td>1109.5</td>
</tr>
<tr>
<td>BHR102C</td>
<td>8</td>
<td>586.3</td>
<td>15</td>
<td>1115.2</td>
</tr>
<tr>
<td>BHR103A</td>
<td>5</td>
<td>505.3</td>
<td>8</td>
<td>847.9</td>
</tr>
<tr>
<td>BHR103B</td>
<td>5</td>
<td>546.1</td>
<td>9</td>
<td>906.9</td>
</tr>
<tr>
<td>BHR103C</td>
<td>5</td>
<td>497.0</td>
<td>10</td>
<td>896.3</td>
</tr>
<tr>
<td>BHR104A</td>
<td>4</td>
<td>463.4</td>
<td>6</td>
<td>697.3</td>
</tr>
<tr>
<td>BHR104B</td>
<td>5</td>
<td>484.6</td>
<td>7</td>
<td>764.0</td>
</tr>
<tr>
<td>BHR104C</td>
<td>4</td>
<td>456.5</td>
<td>7</td>
<td>749.1</td>
</tr>
<tr>
<td>BHR105A</td>
<td>6</td>
<td>574.0</td>
<td>9</td>
<td>1102.9</td>
</tr>
<tr>
<td>BHR105B</td>
<td>7</td>
<td>633.3</td>
<td>10</td>
<td>1057.3</td>
</tr>
<tr>
<td>BHR105C</td>
<td>6</td>
<td>623.6</td>
<td>10</td>
<td>1075.2</td>
</tr>
<tr>
<td>Total</td>
<td>99</td>
<td>8629.7</td>
<td>162</td>
<td>14958.7</td>
</tr>
<tr>
<td>Average</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

We see from Table 4 that the HGA outperforms BP1R2 on average only by 0.39% for the $nv$ performance measure and by 0.16% with respect to $ttd$. Note that the computing time per instance is around four minutes in Vidal et al. (2014) whereas the computing time per instance is around 60 seconds for the proposed BP1R2 approach.

Next, we present computational results for Class 1b instances. Again, first absolute values are presented while we also compare the results with problem instances with 100 customers with results described by Küçükoğlu and Öztürk (2015). They propose a heuristic that hybridizes simulated annealing with tabu search. Their objective function is only $ttd$. The corresponding computational results are presented in Table 5. The deviation from the results of Küçükoğlu and Öztürk (2015) is computed based on

$$dev(M) = \left( \frac{M(\text{BP1R2})}{M(\text{HH})} - 1 \right) 100\%,$$

where $M(\text{HH})$ is the performance measure value for the hybrid heuristic and where $M \in \{nv, ttd\}$ is the performance measure of interest.

The results in Table 5 demonstrate that the results by Küçükoğlu and Öztürk (2015) are slightly outperformed by the proposed BP1R2 heuristic with respect to $ttd$. It is remarkable that we obtain some new best results since our primary objective function is $nv$ and not $ttd$. These results are marked in bold. Note that the computing time of HH per instance is between one and two minutes. Overall, we conclude that the second stage of the BP1R2 heuristic, namely the modified two-phase approach by Homberger and Gehring (2005), leads to high-quality solutions that are competitive with state-of-the-art approaches described in the literature.
Table 5: Computational results for Class 1b instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>25 customers</th>
<th>50 customers</th>
<th>100 customers</th>
<th>Küçükoğlu and Öztürk (2015), 100 customers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(nv)</td>
<td>(ttd)</td>
<td>(nv)</td>
<td>(ttd)</td>
</tr>
<tr>
<td>BHR101A</td>
<td>8</td>
<td>618.3</td>
<td>11</td>
<td>1100.7</td>
</tr>
<tr>
<td>BHR101B</td>
<td>8</td>
<td>618.3</td>
<td>11</td>
<td>1100.7</td>
</tr>
<tr>
<td>BHR101C</td>
<td>8</td>
<td>618.3</td>
<td>11</td>
<td>1100.7</td>
</tr>
<tr>
<td>BHR102A</td>
<td>7</td>
<td>548.1</td>
<td>10</td>
<td>927.5</td>
</tr>
<tr>
<td>BHR102B</td>
<td>7</td>
<td>553.7</td>
<td>10</td>
<td>927.5</td>
</tr>
<tr>
<td>BHR102C</td>
<td>7</td>
<td>548.4</td>
<td>10</td>
<td>923.7</td>
</tr>
<tr>
<td>BHR103A</td>
<td>4</td>
<td>473.4</td>
<td>8</td>
<td>784.6</td>
</tr>
<tr>
<td>BHR103B</td>
<td>4</td>
<td>473.4</td>
<td>8</td>
<td>784.6</td>
</tr>
<tr>
<td>BHR103C</td>
<td>4</td>
<td>473.4</td>
<td>8</td>
<td>793.8</td>
</tr>
<tr>
<td>BHR104A</td>
<td>4</td>
<td>418.0</td>
<td>6</td>
<td>634.1</td>
</tr>
<tr>
<td>BHR104B</td>
<td>4</td>
<td>418.0</td>
<td>6</td>
<td>636.4</td>
</tr>
<tr>
<td>BHR104C</td>
<td>4</td>
<td>418.0</td>
<td>6</td>
<td>631.5</td>
</tr>
<tr>
<td>BHR105A</td>
<td>5</td>
<td>569.3</td>
<td>8</td>
<td>1014.4</td>
</tr>
<tr>
<td>BHR105B</td>
<td>5</td>
<td>567.1</td>
<td>8.3</td>
<td>991.7</td>
</tr>
<tr>
<td>BHR105C</td>
<td>5</td>
<td>556.7</td>
<td>8</td>
<td>1013.2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>84</td>
<td>7872.4</td>
<td>129.3</td>
<td>13365.1</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Next, we present computational results for Class 1c instances. The absolute values for the two performance measures are shown in Table 6. Here, the sum of the performance measure values of all instances that form a group is shown. In addition, the table contains the results of a comparison with the results obtained by Wang et al. (2015) where a parallel simulated annealing algorithm including an insertion-based heuristic is proposed. Here, again the deviation (11) is used where the hybrid algorithm is replaced by the simulated annealing algorithm. The results by Wang et al. (2015) are slightly outperformed by the proposed heuristic with respect to the number of vehicles.

Table 6: Computational results for Class 1c instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>Wang et al. (2015)</th>
<th>BP1R2</th>
<th>Wang et al. (2015)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(nv)</td>
<td>(ttd)</td>
<td>(nv)</td>
</tr>
<tr>
<td>Rdp1xx</td>
<td>151</td>
<td>1202.4</td>
<td>147.7</td>
</tr>
<tr>
<td>Rdp2xx</td>
<td>32</td>
<td>972.1</td>
<td>32.7</td>
</tr>
<tr>
<td>Cdp1xx</td>
<td>94</td>
<td>960.4</td>
<td>91.0</td>
</tr>
<tr>
<td>Cdp2xx</td>
<td>24</td>
<td>591.7</td>
<td>24.0</td>
</tr>
<tr>
<td>RCdp1xx</td>
<td>98</td>
<td>1415.6</td>
<td>95.3</td>
</tr>
<tr>
<td>RCdp2xx</td>
<td>27</td>
<td>1162.3</td>
<td>142.3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>426</td>
<td>1055.7</td>
<td>417.0</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.3.2 Results for Class 2 Instances

Computational results for Class 2a instances are shown in Table 7. We report the sum of the corresponding performance measure values over all instances of a group. Moreover, averaged values over all instances of an instance group based on the relative measure (11) are reported if appropriate. Here, the HH approach is replaced by the algorithms used for comparison, i.e. the algorithm from Moura and Oliveira (2009) and from Bortfeldt and Homberger (2013), respectively.
We see from Table 7 that the results obtained by Moura and Oliveira (2009) and by Bortfeldt and Homberger (2013) are outperformed by the proposed BP1R2 heuristic. It turns out that the restarting strategy described in Subsection 3.1.3 is worthwhile.

Computational results for Class 2b instances are presented in Table 8. We see again that the BP1R2 approach outperforms the original P1R2 approach by Bortfeldt and Homberger (2013) with respect to both performance measures. While the improvement for \( nv \) with 0.03% is fairly small, the \( ttd \) values are improved by 12.79% on average. The largest improvements are obtained for instances with a large number of customers.

### 4.3.3 Results for the Class 3 Instances

We start by presenting results for the 3L-VRPCBTW in Table 9. Both the absolute performance measure values and the corresponding values relative to the initial solution found by the modified savings heuristic are reported using expression (11).
We see from Table 9 that the initial solution is strongly improved by the metaheuristic approach. Improvements up to 67% and 47% for $nv$ and $ttd$, respectively, are possible.

Next, we discuss computational results for the 3L-VRPMBTW instances. The corresponding results are shown in Table 10.

<table>
<thead>
<tr>
<th>#customers</th>
<th>$\alpha = 0$</th>
<th>$\alpha = 1$</th>
<th>$\alpha = 2$</th>
<th>$\alpha = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$nv$</td>
<td>$ttd$</td>
<td>$tre$</td>
<td>$nv$</td>
</tr>
<tr>
<td>25</td>
<td>99.0</td>
<td>481.1</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>100</td>
<td>190.0</td>
<td>1669.8</td>
<td>0.0</td>
<td>192.7</td>
</tr>
<tr>
<td>200</td>
<td>235.7</td>
<td>4619.2</td>
<td>0.0</td>
<td>237.0</td>
</tr>
<tr>
<td>400</td>
<td>431.3</td>
<td>9636.1</td>
<td>0.0</td>
<td>432.7</td>
</tr>
<tr>
<td>600</td>
<td>765.7</td>
<td>22368.4</td>
<td>0.0</td>
<td>766.3</td>
</tr>
<tr>
<td>800</td>
<td>1009.3</td>
<td>50881.5</td>
<td>0.0</td>
<td>1012.7</td>
</tr>
<tr>
<td>1000</td>
<td>1558.3</td>
<td>83011.7</td>
<td>0.0</td>
<td>1564.3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>4289.3</td>
<td>21643.6</td>
<td>0.0</td>
<td>4305.7</td>
</tr>
</tbody>
</table>

The obtained results are depicted in Figure 5 relative to the results obtained for side loading, i.e. for $\alpha = 0$.

![Figure 5: Results for the 3L-VRPMBTW instances relative to the setting $\alpha = 0$](image)

We see from Table 10 and Figure 5 that increasing values for $\alpha$ lead to larger $nv$ values. Compared to the corresponding results for 3L-VRPCBTW instances, we observe that improvements up to 10.28% for $nv$ are obtained. Improvements up to 2.82% are possible for the $ttd$ measure. These improvements are expected since the 3L-VRPMBTW offers much more room for improvement compared to the 3L-VRPCBTW with its precedence constraints. The expensive unloading and
reloading activities can be avoided by considering two separate compartments (cf. Figure 1). The obtained results for this setting, however, show that a double-deck loading outperforms the setting with widthwise load compartments. But even in the double-deck loading situation around 68% more vehicles are required compared to the worst case setting with $\alpha = 5$. The $ttd$ value is around 63% larger in the case of double-deck loading. Overall, considering separate compartments for linehaul and backhaul boxes seems to be only reasonable if delays due to unloading and reloading efforts have to be avoided.

Results for the 3L-VRPSDPTW instances are shown in Table 11. The corresponding results relative to the results obtained for $\alpha = 0$ are presented in Figure 6.

<table>
<thead>
<tr>
<th>#customers</th>
<th>$\alpha = 0$</th>
<th>$\alpha = 1$</th>
<th>$\alpha = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$nv$</td>
<td>$ttd$</td>
<td>$tre$</td>
</tr>
<tr>
<td>25</td>
<td>94.0</td>
<td>461.6</td>
<td>0.0</td>
</tr>
<tr>
<td>100</td>
<td>196.0</td>
<td>1546.1</td>
<td>0.0</td>
</tr>
<tr>
<td>200</td>
<td>258.0</td>
<td>4231.2</td>
<td>0.0</td>
</tr>
<tr>
<td>400</td>
<td>554.0</td>
<td>10476.8</td>
<td>0.0</td>
</tr>
<tr>
<td>600</td>
<td>574.0</td>
<td>16455.2</td>
<td>0.0</td>
</tr>
<tr>
<td>800</td>
<td>1061.3</td>
<td>48158.4</td>
<td>0.0</td>
</tr>
<tr>
<td>1000</td>
<td>1614.0</td>
<td>81396.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>4342.3</td>
<td>20398.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#customers</th>
<th>$\alpha = 5$</th>
<th>$\alpha = 0$</th>
<th>$\alpha = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$nv$</td>
<td>$ttd$</td>
<td>$tre$</td>
</tr>
<tr>
<td>25</td>
<td>110.0</td>
<td>499.0</td>
<td>410.5</td>
</tr>
<tr>
<td>100</td>
<td>238.0</td>
<td>1834.9</td>
<td>1875.5</td>
</tr>
<tr>
<td>200</td>
<td>288.3</td>
<td>4611.2</td>
<td>6083.8</td>
</tr>
<tr>
<td>400</td>
<td>576.3</td>
<td>10734.9</td>
<td>12449.1</td>
</tr>
<tr>
<td>600</td>
<td>610.7</td>
<td>17036.7</td>
<td>25677.3</td>
</tr>
<tr>
<td>800</td>
<td>1087.7</td>
<td>49824.5</td>
<td>28976.9</td>
</tr>
<tr>
<td>1000</td>
<td>1643.3</td>
<td>81232.3</td>
<td>32912.1</td>
</tr>
<tr>
<td>Total</td>
<td>4554.3</td>
<td>20784.1</td>
<td>13599.5</td>
</tr>
</tbody>
</table>

Figure 6: Results for the 3L-VRPSDPTW instances relative to the setting $\alpha = 0$
We see that similar to the results for the 3L-VRPMBTW increasing $\alpha$ values lead to larger $nv$ values. Even the $ttd$ values slightly increase in this situation more often than in the 3L-VRPMBTW case. Similar results as for the 3L-VRPMBTW case are obtained for the setting with two compartments. Again, the setting with withwside load compartments is outperformed by the setting with double-deck loading. Around 76% more vehicles are needed compared to the setting $\alpha = 5$.

The computational results obtained for the 3L-VRPDDPTW instances are summarized in Table 12. All the results relative to the results for $\alpha = 0$ are shown in Figure 7.

Table 12: Computational results for 3L-VRPDDPTW instances

<table>
<thead>
<tr>
<th>#customers</th>
<th>$\alpha = 0$</th>
<th>$\alpha = 1$</th>
<th>$\alpha = 2$</th>
<th>$\alpha = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$nv$</td>
<td>$ttd$</td>
<td>tre</td>
<td>$nv$</td>
</tr>
<tr>
<td>25</td>
<td>94.0</td>
<td>461.0</td>
<td>0.0</td>
<td>96.0</td>
</tr>
<tr>
<td>100</td>
<td>196.0</td>
<td>1545.7</td>
<td>0.0</td>
<td>204.3</td>
</tr>
<tr>
<td>200</td>
<td>258.0</td>
<td>4232.4</td>
<td>0.0</td>
<td>260.3</td>
</tr>
<tr>
<td>400</td>
<td>545.0</td>
<td>10469.8</td>
<td>0.0</td>
<td>545.0</td>
</tr>
<tr>
<td>600</td>
<td>574.0</td>
<td>16522.9</td>
<td>0.0</td>
<td>575.0</td>
</tr>
<tr>
<td>800</td>
<td>1061.3</td>
<td>48119.0</td>
<td>0.0</td>
<td>1061.0</td>
</tr>
<tr>
<td>1000</td>
<td>1614.0</td>
<td>81285.9</td>
<td>0.0</td>
<td>1614.3</td>
</tr>
<tr>
<td>Total</td>
<td>4342.3</td>
<td>20387.2</td>
<td>0.0</td>
<td>4356.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\alpha = 5$</th>
<th>$nv$</th>
<th>$ttd$</th>
<th>tre</th>
<th>$nv$</th>
<th>$ttd$</th>
<th>tre</th>
<th>$nv$</th>
<th>$ttd$</th>
<th>tre</th>
<th>$nv$</th>
<th>$ttd$</th>
<th>tre</th>
</tr>
</thead>
<tbody>
<tr>
<td>double-deck</td>
<td>25</td>
<td>110.0</td>
<td>496.9</td>
<td>405.0</td>
<td>150.0</td>
<td>556.8</td>
<td>0.0</td>
<td>153.0</td>
<td>576.1</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>237.7</td>
<td>1841.4</td>
<td>1864.3</td>
<td>314.3</td>
<td>1940.8</td>
<td>0.0</td>
<td>322.3</td>
<td>1977.8</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>287.0</td>
<td>4674.2</td>
<td>5991.8</td>
<td>493.7</td>
<td>6072.3</td>
<td>0.0</td>
<td>539.7</td>
<td>6318.9</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>568.3</td>
<td>11692.3</td>
<td>11887.5</td>
<td>837.0</td>
<td>13639.6</td>
<td>0.0</td>
<td>887.7</td>
<td>13952.2</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>607.3</td>
<td>17272.9</td>
<td>25142.6</td>
<td>1018.0</td>
<td>24045.2</td>
<td>0.0</td>
<td>1008.7</td>
<td>23855.5</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>1087.3</td>
<td>50081.8</td>
<td>28939.6</td>
<td>2080.7</td>
<td>65829.1</td>
<td>0.0</td>
<td>2171.3</td>
<td>66750.3</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1643.7</td>
<td>81313.7</td>
<td>32959.9</td>
<td>3115.3</td>
<td>115437.5</td>
<td>0.0</td>
<td>3226.0</td>
<td>118386.3</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4541.3</td>
<td>20983.8</td>
<td>13449.5</td>
<td>8009.0</td>
<td>28509.7</td>
<td>0.0</td>
<td>8308.7</td>
<td>29049.1</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7: Results for the 3L-VRPDDPTW instances relative to the setting $\alpha = 0$

We see from Table 12 and Table 11 that only minor improvement with respect to the $nv$ and to the $ttd$ measures can be obtained for 3L-VRPDDPTW instances compared to 3L-VRPSDPTW instances. This effect is caused by the fact that only a single time window per customer is considered in the
generated problem instances. The behavior of the setting with two compartments is similar to the 3L-VRPMBTW and the 3L-VRPSDPTW case.

### 4.3.4. Results for the Class 4 Instances

Because we do not have time windows and we consider the \( ttd \) measure, the different unloading and reloading strategies do not lead to different results. We present the obtained computational results for the four different 3L-VRPB variants in Table 13. The corresponding columns are labeled by CB, MB, SDP, and DDP to indicate the results for the 3L-VRPCB, 3L-VRPMB, 3L-VRPSDP, and 3L-VRPDDP. Moreover, we present the two deviations

\[
dev(M) := \frac{(3\text{L - VRPMB}) - (3\text{L - VRPCB}) - 1}{100%}
\]

and

\[
dev(M) := \frac{(3\text{L - VRPDDP}) - (3\text{L - VRPSDP}) - 1}{100%}
\]

(12)

(13)

to compare related 3L-VRPB variants. The corresponding columns are denoted by MB/CB (%) and DDP/SDP (%), respectively.

<table>
<thead>
<tr>
<th># cust.</th>
<th>CB</th>
<th>MB</th>
<th>MB/CB (%)</th>
<th>SDP</th>
<th>DDP</th>
<th>DDP/SDP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(nv)</td>
<td>(ttd)</td>
<td>(nv)</td>
<td>(ttd)</td>
<td>(nv)</td>
<td>(ttd)</td>
</tr>
<tr>
<td>25</td>
<td>86.0</td>
<td>444.5</td>
<td>86.0</td>
<td>402.4</td>
<td>0.00</td>
<td>-9.48</td>
</tr>
<tr>
<td>100</td>
<td>151.0</td>
<td>1185.4</td>
<td>151.0</td>
<td>1105.5</td>
<td>0.00</td>
<td>-6.74</td>
</tr>
<tr>
<td>200</td>
<td>226.0</td>
<td>3821.1</td>
<td>226.0</td>
<td>3563.6</td>
<td>0.00</td>
<td>-6.74</td>
</tr>
<tr>
<td>400</td>
<td>422.7</td>
<td>8860.8</td>
<td>422.7</td>
<td>8406.8</td>
<td>0.00</td>
<td>-5.12</td>
</tr>
<tr>
<td>600</td>
<td>752.3</td>
<td>21798.0</td>
<td>751.0</td>
<td>22477.0</td>
<td>-0.18</td>
<td>3.11</td>
</tr>
<tr>
<td>800</td>
<td>972.7</td>
<td>39280.3</td>
<td>972.0</td>
<td>40306.4</td>
<td>-0.07</td>
<td>2.61</td>
</tr>
<tr>
<td>1000</td>
<td>1463.0</td>
<td>69441.0</td>
<td>1463.0</td>
<td>69312.2</td>
<td>0.00</td>
<td>-0.19</td>
</tr>
<tr>
<td>Tot.</td>
<td>4073.7</td>
<td>18159.5</td>
<td>4071.7</td>
<td>18247.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.05</td>
<td>0.48</td>
</tr>
</tbody>
</table>

We see from Table 13 and the tables for 3L-VRPBTW instances that as expected the results for the 3L-VRPB variants outperform the corresponding results for Class 3 instances. This is mainly due to the missing time window constraints for Class 4 instances. We also find in Table 13 that the number of vehicles is slightly lower for the 3L-VRPMB when compared to the 3L-VRPCB. This improvement is obtained by slightly increasing \( ttd \) values. Moreover the \( nv \) values are slightly improved for the 3L-VRPDDP compared to the 3L-VRPSDP. These reductions are obtained at the expense of increased \( ttd \) values for the 3L-VRPDDP instances.

### 5 Conclusions and Future Research

In this paper, we discussed four different 3L-VRPBTW variants. Modifications of the P1R2 heuristic are proposed that allow for dealing with backhaul customers. Unloading and reloading of boxes are necessary for some of the 3L-VRPBTW variants that increase the service time. In addition to conventional rear-loaded vehicles with a single loading space, we consider vehicles with separate compartments for linehaul and backhaul customers. Side loading of the vehicles is also studied. The performance of the proposed heuristics was investigated by conducting computational experiments with benchmark instances from the literature and with new randomly generated problem instances. It turned out that high-quality solutions can be computed in a short amount of time. The unloading and
reloading strategies outperform the strategies based on separate compartments for boxes of linehaul and backhaul customers. The side loading strategy outperforms the remaining strategies.

There are several directions for future research. First of all, we believe that it is worthwhile to relax the assumption that one or two separate segments are assigned to each customer to load the corresponding boxes. For the 3L-VRPCBTW it seems possible to directly extend the LNS and the VNS approach from Bortfeldt et al. (2015) to this situation. For the remaining three 3L-VRPBCTW variants it seems necessary to work with separate compartments for linehaul and backhaul boxes. Besides the LNS and the VNS approaches, we are interested to extend the unified solution framework by Vidal et al. (2014) towards integrated routing and loading decisions. The hybrid genetic algorithm proposed by Vidal et al. (2014) is one of the best performing solution approaches for many VRP classes.

Another direction for future research consists in looking at dynamic and stochastic versions of 3L-VRPBCTW variants. It seems to be possible to extend the simulation framework proposed by Sprenger and Mönch (2012) to the present situation to allow for an execution of routes in an uncertain environment. Moreover, we expect that the sampling approach proposed by von der Linde and Mönch (2015) can be used for 3L-VRPBCTW variants too.
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